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Thank you for joining us today.  I am Ashley Higginson.  We’re part of Miller Canfield’s Artificial Intelligence  Team and we’ve spent the last year or so studying what Artificial Intelligence is, what its pros and cons are, what legal problems it has caused, and how to best gameplan around those problems.

First off, by show of hands, how many of you use some form of generative AI in the workplace?  What about personally outside the workplace?

The current state of AI is constantly developing and there is a lot of information out there. It’s often difficult to find general, straightforward answers to our questions about AI and how it interacts with and affects the workplace. That is why we’re here today - to provide you with helpful, synthesized guidance on AI in the workplace.

Before we get started, I’m going to give you a roadmap of our discussion today: (1) First, we will give you a refresher on generative AI, its risks and benefits, and some helpful uses for GAI in various settings, (2) Second, we will discuss enacted and emerging legislation on AI, and at how the federal government has addressed AI; (3)  third, we will look at employment policy considerations, and at risks GAI poses to the kinds of confidential information that may be found in your workplace, and last we’ll wrap up with some thoughts about AI policymaking in your workplace.




• What is Ge ne ra tive  AI?

• Ho w  is GAI d iffe re nt  than  just  a  Go o g le  
Se a rch?

• List  o f e m p lo ye rs w ho  a re  using  yo ur 
d a ta  to  tra in  GAI?

• Microso ft, Goog le , Instacart, Zoom  
and  m o re

• Which  p a rts o f yo ur d a ta  is b e ing  use d ?

• J ust ab o ut e ve ryth ing . 
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So let’s get started with the basics.  When people say “Generative AI” or AI, what are they actually talking about?

Generative AI is defined as a set of rules, or an algorithm, that can be used to create new content like audio, images, text, videos, or even PowerPoints.

Generative AI can also be described as machine learning – essentially training computer programs to create new things on their own.

Maybe the most common GAI tool going right now is Chat GPT, which is a Chatbot trained on huge amounts of human language-based content, and creates responses to your queries in the way that mimics human language.

By show of hands, how many of you have used Chat GPT?

The key difference between doing a Google search and using Chat-GPT is that a google search will only search existing information on the internet and tell you what it says because it generally just searches for and classifies results.  Generative AI creates an entirely new result for you.

By show of hands, how many of you have ever shopped for or ordered groceries online?   If you have, I’m sure that somewhere in the last 12-16 months, you’ve received notice of an updated terms of service allowing these services to take all of your ordering history, prices paid, and preferences “to improve services” to you.  
That means that every single order, keystroke, note and payment you’ve ever made is being fed into a GAI tool to predict what you’ll order, when you’ll order it, and find ways to get you to buy even more.

How many of you have ever published Tweets or Facebook posts? Well, ChatGPT or Google’s Gemini have collected your tweets and posts to provide those GAI tools with a broad dataset to teach it to behave in a way that cannot be distinguished from how a human behaves.




1 . Ge ne ra l Wo rkp lace  Efficie ncy 

• GAI can help you create work product like PowerPoints, letters and emails.
2 . He a lthca re  and  Me d icine

• GAI can personalize treatment plans, speed up diagnosis, and improve patient outcomes.

3 . Ro b o tics and  Auto m atio n
• GAI-powered robots can perform complex tasks in manufacturing, logistics, and other industries. 

4 . Re se a rch  and  Scie ntific Disco ve ry

• GAI can analyze vast amounts of data, identify patterns, and make novel discoveries.

5 . Ed uca tio n  and  Le a rn ing  

• GAI can provide personalized tutoring, adapt to individual learning styles, and enhance educational experiences. 

Genera l Uses Across Many Fields
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Now, a lot of this presentation today will be warning you about the various AI poses in the workplace, so we wanted to pause before we launch into that with the understanding that AI has many incredibly helpful uses across all kinds of different fields.  These are just a few.  

1.  Workplace Efficiency Gains
GAI can organize and construct all kinds of content that you are used to drafting from scratch, like letters, power points, emails and chart/graphs.  

2. Healthcare and Medicine:
GAI can personalize treatment plans, speed up diagnosis, and improve patient outcomes.
It has the potential to revolutionize biotechnology, making premium healthcare more accessible and cost-effective1.

3.  Robotics and Automation:
GAI-powered robots can perform complex tasks in manufacturing, logistics, and other industries.
These machines adapt to changing environments and learn from experience.

4. Research and Scientific Discovery:
GAI can analyze vast amounts of data, identify patterns, and make novel discoveries.
This can help researchers in fields like physics, chemistry, and astronomy.

5-Education and Learning
GAI can provide personalized tutoring, adapt to individual learning styles, and enhance educational experiences.
It assists students and educators in various subjects.





GAI TO O LS IN THE EMPLOYMENT 
SETTING

• GAI Recruitment Tools – screening candida tes, 
onboarding new hires and interviewing candida tes.

• Performa nce Ma na gement GAI Tools - tracks 
a ttendance, performance ra tings, and project 
completion ra tes to measure overa ll effectiveness a t 
work.

• Employee Enga gement GAI – surveys, quizzes, polls to 
determine how to motiva te and direct workforce.

• Workpla ce Pla nning GAI – identifies skill gaps in 
current employee roster. 

• HR Cha tbots – yes, you can direct employees to a sk 
a ll of their HR questions to an AI- powered cha tbot .
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GAI also offers some useful tools for the workplace setting

For recruitment, AI tools can allow an employer to decide the most important qualities they want to see in a successful applicant for a particular job.  For example, for an HR Director, a Company may want to see someone with experience for a specific number of fields, in a specific industry, with specific tasks listed.  The tool then reviews every single application and CV and screens out all that don’t fit.

An AI tool called MyInterview engages in one-on-one interviews with candidates, mimicking a human interviewer and analyzing and classifying the candidate based on their responses.  But they’re not always accurate.  In one instance, MyInterview classified a candidate as a fluent English speaker when they only spoke German and answered all questions in German.

The AI Chatbots that handle HR questions from employees are interesting. We think they’re competent to handle very basic questions, but we would not want an AI chatbot responding to an employee question about a sex harassment incident, discrimination, or a request for an accommodation.
The example of HR Chatbots we’ve seen include the capability to answer questions like “how do I check my remaining PTO,” “How do I book PTO” or “how do I refer a candidate.” 

There is no question that some of these sellers are relying upon the promise of GAI in the future, rather than the current capability of the HR tools.  

There is one large company that purchased a GAI toolset for a nine-figure sum, only to find that it does not work like it should.  It realized it doesn’t pull from content that it should, and that as a result it’s routinely giving the wrong answer to basic questions.

The bottom line is that this Company is now harnessing its employees to spend time teaching the AI how to answer questions.

There is a right time to jump into GAI, and a wrong time to do so, and deciding to do so sooner may be the wrong decision.
This technology is brand new, and has lots of promise, but it may not pay to be an early adopter.  




Generative AI is trained to be agreeable 
and helpful, and will give you seemingly 
helpful answers even when its wrong.

GAI is never completely 
up-to-date. It’s limited by 
the dataset loaded into it.

Copyright violations – GAI doesn’t 
typically create new data.  It relies 
on the data loaded into it.  And if 
that data is copyrighted…

GAI hallucinates and 
lies.
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However, for all its promise, GAI still poses many dangers.

One of the biggest problems of GAI is that it likes to agree with you.  Remember that GAI is intended to teach the computer to mimic being a human and react how a human would.  Most people try to be agreeable, and GAI does that as well.

Any AI system is trained and built on the back of a massive dataset.  For something like Chat-GPT, it uses a data set that is about a third of the size of the Library of Congress.  But for tools that are available in the workplace for HR departments to use, their data set is much smaller.

And guess what AI does when it lacks the data it needs to complete the task you give it? Answer: it makes it up based on what it thinks the answer should be. 

Generative AI also puts its users at risk of copyright and intellectual property violations.  I’ll get into this is a bit more detail later on.

GAI also lies, a/k/a “Hallucinates” when it doesn’t have the right answer to your question.    

A notable example – last June, two New York lawyers submitted a brief to a Court that contained a bunch of citations to cases.  When the Court reviewed the brief, it found that six of the cases cited in the Brief were completely made up. The lawyers disclosed they relied onChat GPT to find those cases, and Chat GPT gave them fake cases. The court sanctioned the lawyers $5,000.

And now I’ll turn this over to Ashley, who’s going to speak to you about GAI legislation, EEOC guidance and policy




MO ST REGULATED 
EMPLOYMENT 
TO O L TO  DATE • Wha t is a n AEDT/ADT?

• A computer- based tool tha t uses 
machine lea rning, sta tistica l 
modeling, da ta  ana lytics, or a rtificia l 
intelligence to substantia lly help with 
employment decisions.

• Why ha s it become the focus of 
legisla tion?

Auto m ate d  Em p lo ym e nt De cisio n  
To o l (“AEDT”)
O r
Auto m ate d  De cisio n  To o l (“ADT”)
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Automated Employment Decision Tools do not require human interference to make decisions. States are building legislation around these tools, including their development, their use, and the articulation of their intended benefits. For example, shortly we will discuss potential legislation that  requires a description of ADT outputs and how they will be used; summary of data collected, and importantly – an analysis of potential adverse impacts on the basis of sex, race, color, ethnicity, religion, and other protected classes.




• Ne w  Yo rk’s Lo ca l Law  1 4 4  – the  first p ie ce  of 
le g islation re stricting  e mp loye r’s use  of 
artificial inte llig e nce -d rive n e mp loyme nt too ls.

• Illino is’ AI Vid e o  In te rvie w  Act (8 2 0  ILCS 
4 2 ) – g ove rns the  use  of AI to  asse ss vid e o  
inte rvie we e s for job s.

• Maryland  Bill 1 2 0 2  – p rohib its use  of facial 
re cog nition too ls in inte rvie w p roce ss.
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With the increasing adoption of AI in the workplace and business in general, there has been pressure at the federal, state, and local level to regulate AI's use and ensure consumers and other individuals are protected against potential abuses and discriminatory impact. 
�The first of the major employment-related AI legislation came on July 5, 2023 – when New York City passed Local Law 144, which is legislation restricting employers’ use of artificial intelligence-driven employment tools. Local Law 144 prohibits employers from using an automated employment decision tool (“AEDT”) in hiring, promotion, and other employment decisions, unless the employer first ensures that the tool has been audited for bias within the preceding year. These AI-powered tools—ranging from programs that screen resumes for qualifications to those that assign scores to candidates based on mannerisms and responses in video interviews—are increasingly used by employers. This was the first legislation of its kind to pass.

Illinois’ AI Video Interview Act, enacted in 2020, requires employers who are recruiting in Illinois to (1) obtain consent from applicants before using AI, after explaining how the AI works and its evaluation standards; and (2) ensure proper control of video recordings and deletion upon request. Unlike New York City’s law, however, the Illinois law does not include civil penalties. 

Maryland Bill 1202, also enacted in 2020, prohibits employers from using facial recognition technology during an interview for employment without consent. Consent requires a signed waiver that states: (1) the applicant’s name; (2) the date of the interview; (3) that the applicant consents to the use of facial recognition; and (4) confirmation that the applicant read the consent waiver. H.B. 1202 does not include a specific penalty or fine. 

The laws I’ve just discussed will likely serve as the blueprint for upcoming legislation on AI in the workplace. 

The laws I’ve just discussed will likely serve as the blueprint for upcoming legislation on AI in the workplace. And they are just the start….


Colorado required developers and deployers of high-risk AI systems to use reasonable care to avoid algorithmic discrimination and mandated disclosures to consumers. 
Florida provided for grants to school districts to implement AI in support of students and teachers. 
Maryland adopted policies and procedures concerning the development, procurement, deployment, use and assessment of systems that employ AI by units of state government. 
South Dakota clarified that a person is guilty of possessing child pornography if the person knowingly possesses any visual depiction of a minor engaging in a prohibited sexual act, or in a simulation of a prohibited sexual act, or any computer-generated child pornography. A violation of the revised law is a Class 4 felony. 
Tennessee required the governing boards of public institutions of higher education to promulgate rules, and required local education boards and public charter schools to adopt policies, regarding the use of AI by students, teachers, faculty and staff for instructional purposes. 
Washington appropriated funds for the city of Seattle to lease space for nonprofit and academic institutions to incubate technology business startups, especially those focusing on AI and develop and teach curricula to skill up workers to use AI as a business resource. 
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• Vermont proposed bill –  H114 –  restricts the use of 
automated decision systems for employment- rela ted 
decisions. 

• New Jersey proposed bill –  A4909 –  restricting hiring 
software to products tha t have been subjected to a  “bias 
audit .”

• Georgia  proposed bill –  HB890 –  Expand scope 
antidiscrimina tion laws to include discrimina tion resulting 
from reliance on AI.

• Wa shington proposed bill -  HB 1951 –  requires 
developers of ADTs to complete annua l impact 
a ssessments and make manda tory disclosures.

Presenter Notes
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Numerous states New Jersey, Vermont, Georgia, and Washington have also considered bills that would regulate AI in employment. Indeed – 40 bills were introduce in the states and territories and various task forces and committees formed

New Jersey, Vermont, Georgia, and Washington have also considered bills that would regulate AI in employment.

Vermont’s proposed bill concerns employee data and “automated decision systems” (ADS) as applied to employment-related decisions, judgments, or conclusions.  The bill prohibits the electronic monitoring of employees unless numerous requirements are met, including prior notice. The bill also restricts the use of an ADS in the employment context and prohibits an employer from relying “solely” on outputs from an ADS when making employment-related decisions. The bill also prohibits electronic monitoring and an ADS from incorporating any form of facial, gait, or emotion recognition technology. Finally, the bill includes privacy protections over employee data.

If passed, New Jersey’s Bill would restrict employers from using AI-powered hiring software unless it’s passed a “bias audit,” a review that looks for patterns of discrimination in hiring decisions. Employers will also have to notify job candidates if they use automation in their hiring processes. Companies that don’t make that disclosure could incur fines between $500 and $1,500 for each violation.

Georgia and Washington have already introduced bills in 2024.

Georgia’s law (HB 890) would:
Expand the scope of state antidiscrimination laws to include discrimination resulting from reliance on AI and disallow reliance on AI as a defense to antidiscrimination claims.

Washington’s law [H.B. 1951] would require: 
deployers and developers of automated decision tools to complete annual impact assessments and make mandatory disclosures. The law defines algorithmic discrimination as the condition in which an automated decision tool contributes to unjustified differential treatment or impacts people based on membership in a protected class.




We ll…The re  is no ne . Curre ntly. 
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Michigan has yet to enact or propose legislation on GAI in the workplace. However, we can assume, as a left leaning state, that legislation will soon come and will track what has been enacted by New York, Maryland, and Illinois.




In  May 2 0 2 3 , U.S. Se na to rs Ga ry Pe te rs, Cha irm an  o f the  
Ho m e land  Se curity and  Go ve rnm e nta l Affa irs Co m m itte e  
in tro d uce d  b ip a rt isan  le g isla t io n  to  cre a te  an  a rt ificia l 
in te llig e nce  (AI) t ra in ing  p ro g ram  fo r fe d e ra l sup e rviso rs 
and  m anag e m e nt o fficia ls.

FEDERAL 
OVERVIEW O N AI

20XX
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The training program would help improve the federal workforce’s understanding of AI applications and ensure that leaders who oversee the use of these tools understand AI’s potential benefits and risks. The federal government seems to be taking their time gathering information in relation to GAI but we expect to see more proposals for legislation that not only regulate the use but regulate training for officials, companies, and developers that use or create such tools.




• O n O ctob e r 30, 2023, Pre sid e nt Bid e n issue d  
an Exe cutive  O rd e r, along  with a summary Fact 
She e t conce rning  the  safe , se cure , and  trustworthy 
use  of AI. 

• The  O rd e r mand ate s various fe d e ral ag e ncie s to  
d e ve lop  ne w rule s and  re g ulations re fle ctive  of the  
ad ministration’s g oals. 
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The EO stresses the need for new standards in AI safety and security; the importance of safeguarding the privacy of Americans; declares an intention to advance equity within the use of AI; sets forth goals concerning consumer, student, and patient privacy; seeks to ensure that the US continues to lead the way in AI innovation and competition; sets out goals related to the responsible government use of AI; and most important for our discussion today, examines the role of AI in the workplace.  

As to the role of AI in employment, the Executive Order states an intention to: develop principles and best practices to mitigate the harms and maximize the benefits of AI for workers by addressing job displacement, labor standards, workplace equity, health, and safety, and data collection.  

It also states an objective to produce a report on AI’s potential labor-market impacts, and study and identify options for strengthening federal support for workers facing labor disruptions, including from AI.

In the wake of Executive Order, we expect several proposed rules and regulations surrounding the use of AI in nearly every industry in the coming year.




EEO C GUIDANCE REFRESHER

• EECO issued Ma y 12, 2023, guida nce on employers' 
use of a rtificia l intelligence (AI) during the hiring 
process. This guida nce finds its ba sis in pa st EEOC 
sta tements rega rding the hiring process.

• Title VII prohibits employers from using neutra l 
selection procedures tha t ha ve the effect of 
disproportiona tely excluding persons ba sed on 
ra ce, color, religion, sex, or na tiona l origin, if the 
selection procedures a re not “job rela ted for the 
position in question a nd consistent with business 
necessity.”



• Co uld  an  e m p lo ye r’s use  o f an  AI to o l b e  a  
“se le ctio n  p ro ce d ure ” und e r Tit le  VII?

• Can  e m p lo ye rs a sse ss the ir use  o f an  AI to o l 
fo r ad ve rse  im p act in  the  sam e  w ay the y 
a sse ss m o re  trad it io na l se le ctio n  
p ro ce d ure s?

• Is an  e m p lo ye r re sp o nsib le  und e r Tit le  VII 
fo r its use  o f AI to o ls e ve n  if the  to o ls a re  
d e sig ne d  o r ad m in iste re d  b y ano the r 
e ntity, such  a s a  so ftw are  ve nd o r?

• What is a  “se le ctio n  ra te ”?
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The EEOC’s guidance is in the form of an FAQ. The first question they address is…
Yes. A “selection procedure” is any “measure, combination of measures, or procedure” if it is used as a basis for an employment decision. This would apply to AI tools when they are used to make or inform decisions about whether to hire, promote, terminate, or take similar actions toward applicants or current employees. 
Employers can assess whether a selection procedure has an adverse impact on a particular protected group by checking whether use of the procedure causes a selection rate for individuals in the group that is “substantially” less than the selection rate for individuals in another group. This assessment is likely what would be required to satisfy the impact assessment for the proposed bill in California or the bias audit for the proposed bill in New Jersey.
In many cases, yes. Employers may be held responsible for the actions of their agents, which may include entities such as software vendors, if the employer has given them authority to act on the employer’s behalf.  Therefore, employers that are deciding whether to rely on a software vendor to develop or administer an AI tool may want to ask the vendor if they have evaluated whether use of the tool causes a substantially lower selection rate for individuals in a protected class. If the vendor says that the tool could produce such a result, then the employer should consider whether use of the tool is job related and consistent with business necessity. Ultimately, if the vendor is incorrect about its own assessment and the tool does result in discrimination, the employer could still be liable.
“Selection rate” refers to the proportion of applicants who are hired, promoted, or otherwise selected. The selection rate for a group of applicants is calculated by dividing the number of persons hired or promoted from the group by the total number of candidates in that group. 




• What is the  “fo ur-fifths ru le ”?

• Do e s co m p liance  w ith  the  fo ur-fifths ru le  g ua rante e  tha t  a  p a rt icu la r 
e m p lo ym e nt p ro ce d ure  d o e s no t  have  an  ad ve rse  im p act  fo r p urp o se s 
o f Tit le  VII?

• If an  e m p lo ye r d isco ve rs tha t  the  use  o f an  AI to o l w o uld  have  an  
ad ve rse  im p act , m ay it  ad just  the  to o l, o r d e cid e  to  use  a  d iffe re nt  to o l, 
in  o rd e r to  re d uce  o r e lim ina te  tha t  im p act?
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“The four-fifths rule is a general rule of thumb for determining whether the selection rate for one group is “substantially” different than the selection rate of another group. The rule states that one rate is substantially different than another if their ratio is less than four-fifths (or 80%).
The EEOC emphasizes that the four-fifths rule is merely a rule of thumb and that the rule may be inappropriate under certain circumstances. [
For example, smaller differences in selection rates may indicate adverse impact where a procedure is used to make a large number of selections, or where an employer’s actions have discouraged individuals from a certain group from applying.] 
The four-fifths rule is a “practical and easy-to-administer” test that may be used to draw an initial inference that the selection rates for two groups may be substantially different, and to prompt employers to acquire additional information about the procedure in question. 
Courts have agreed that use of the four-fifths rule is not always appropriate, especially where it is not a reasonable substitute for a test of statistical significance. Therefore, employers that are deciding whether to rely on a vendor to administer an AI tool may want to ask the vendor whether it relied on the four-fifths rule or whether it relied on a standard such as statistical significance that is often used by courts.
Yes. If an employer is in the process of developing a selection tool and discovers that use of the tool would have an adverse impact on individuals of a particular protected group, it can take steps to reduce the impact or select a different tool in order to avoid engaging in a practice that violates Title VII. The EEOC encourages employers to conduct self-analyses on an ongoing basis to determine whether their employment practices treat protected groups differently. Generally, employers can proactively change the practice going forward.
 




CURRENT 
LITIGATIO N

• Mo b le y v. Wo rkd ay, Inc.
• EEOC v. iTu to rGro uo , Inc.
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Mobley 

In February 2023, Derek Mobley filed a class action lawsuit against Workday, Inc., alleging that its AI-powered resume screening tool discriminated against him and others who are similarly
situated. Mobley alleges that, since 2018, he has applied to at least 80-100 positions with companies allegedly using Workday’s systems, yet he never received a job offer. Mobley alleges that Workday’s AI systems and screening tools/products result in the systemic and continuous pattern of discriminating against African Americans, individuals with disabilities, and individuals over the age of 40. 

This case recently was dismissed but plaintiffs are permitted to amend their complaint.

The Court agreed with Workday that Mobley’s Complaint did not sufficiently allege facts showing that Workday qualifies as an “employment agency” that could be subject to liability under the anti-discrimination laws. 

These types of claims alleging disparate impact arising from employers’ use of AI tools are what we can expect to see moving forward and which the legislation and EEOC guidance is attempting to limit. 

iTutorGroup, Inc.

In 2022, the  EEOC  filed a lawsuit  alleging  that  iTutorGroup,  Inc., which provides  English-language tutoring to students in China, violated the ADEA by programming its application software to automatically reject hundreds of male applicants aged 60 or older and female applicants aged 55 or older. This case has recently settled, nevertheless, it involved allegations that the iTutorGroup intentionally programmed its tutor application software to categorically exclude, and therefore intentionally discriminate against, older applicants under a disparate treatment theory. This is less of a case of AI perpetuating discrimination rather than a matter in which the human programmers engaged in intentional disparate treatment.

Legislation like the proposed bill in New Jersey which restricts employers from using AI-powered hiring software unless it’s passed a “bias audit” would be formative in helping 



EEOC wa rns of disa dva nta ge AI tools ma y crea te for 
individua ls with disa bilities in workpla ce a nd hiring 
with a nother Q a nd A document in Ma y of 2022.

• Reasonable accommoda tion may be needed a t hiring.
• And it may be different than accommoda tions needed 

on the job.
• Algorithms can be biased in sneaky ways
• AI tools must not a sk disability rela ted inquiries or 

seek medica l examina tions

Importa nt to think through how AI ca n 
a ssist individua ls with disa bilities too

US Code currently defines a ides a s:
• Qualified interpreters or other effective methods of making 

aura lly delivered ma teria ls ava ilable to individua ls with 
hea ring impa irments; 

• Qualified readers, taped texts, or other effective methods of 
making visua lly delivered ma teria ls ava ilable to individua ls 
with visua l impa irments; 

• Acquisition or modifica tion of equipment or devices;
• Other simila r services and actions.
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ACCOMODATIONS SHOULD BE OFFERED FOR THE HIRING PROCESS…

An employer should tell applicants or employees what steps an evaluation process includes and may ask them whether they will need reasonable accommodations to complete it. NO OTHER DISABILTY RELATED INQUIRIES
For example, if a hiring process includes a video interview, the employer or software vendor may tell applicants that the job application process will involve a video interview and provide a way to request a reasonable accommodation. Doing so is a “promising practice” to avoid violating the ADA.

	Other examples , a job applicant who has limited manual dexterity because of a disability may report that they would have 	difficulty taking a knowledge test that requires the use of a keyboard, trackpad, or other manual input device. Or they 	may need more time or a screen reader. Alternative or 	different test may be 	needed.

Reminder - The ADA requires employers to keep all medical information obtained in connection with a request for reasonable accommodation confidential and must store all such information separately from the applicant’s or employee’s personnel file.

Reminder – No medical exam discussions or requirements prior to conditional offer of employment

AND IN EMPLOYMENT….

AI can also be very helpful particularly for individuals with disabilities.  - and may be required

US CODE’s congressional intent was clearly not to limit the services available :

As the Committee stated in drafting, it “wishes to make it clear .. That technological advances may require public accommodations to provide auxiliary aids and services in the future which today they would not be required because they would be held to impose undue burdens on such entities.”

Thus, when we think about AI and potentially our need as employers to limit its uses – we must also think about how it may serve to assist. 

As two legal examples, a ninth circuit case held that an individual seeking to take the bar examination needed to be provided the opportunity to use new technologies like Zoomtext and JAWS, rather than the accommodations the Bar exam historically proposed – like CCTV. 
The Court held there, “assistive technology is not frozen in time: as technology advances, testing accommodations should advance as well” and “the types of accommodations” should “keep pace with the rapidly changing technology of the times.”
You can imagine this would similarly apply to you as an employer in hiring or potential work functions.

This is not to say, however, that accommodations must remove essential job functions. 
At least one court in Illinois has held that accommodations are meant to “level the playing field” and allow an individual to perform the essential functions of a position.
However, an accommodation that would provide “infinite capacity” is not reasonable if the purpose of a role is to measure an individual’s aptitude, capabilities, or abilities. 

Ultimately AI does have the capability to assist individuals with disabilities in a variety of contexts and employers must be mindful of such possibilities.

Tech like Otter turns spoken statements to notes 

AI technologies like ChatGPT may help people with communication disability to:
expand on short sentences, saving time and effort
draft or improve texts for emails, instructions, or assignments
suggest scripts to practice or rehearse what to say in social situations
model how to be “more polite” or “more direct” in written communication
practice conversations, including asking and answering questions
correct errors in texts produced for a range of purposes
write a complaint letter, including nuance and outcomes of not taking action
help with making that first approach to a person socially.

So even if you are inclined to prohibit its use, AI must be considered in certain contexts. 

And alternatively, if you as an employer are implementing or requiring AI use it is possible you need to be considering how that will effect individuals with disabilities too.
For example, Screen readers may need to be able to use the AI you use, as one example. 
And if the use of AI is an essential function – please do not forget to be changing job descriptions.






DOL wa rns of issues AI tools ma y crea te rela ted 
to va rious la ws including the FLSA, FMLA 
Employee Polygra ph Protection Act –  April 2024.

• Time spent working is pa id regardless of productivity
• Break time requires being completely off duty
• Without human oversight –  there may be issues with 

processing leave requests or miscounting days where 
leave is being utilized

• Systems tracking leave use cannot be used to reta lia te
• Employers cannot use a ny form of deception review 

software unless a  permissible exemption applies

Importa nt , a lwa ys, to ma ke sure 
employers a re a pplying typica l sta nda rds 
a nd protocols in ensuring lega l complia nce



EMPLOYMENT 
PO LICY 
CO NSIDERATIO NS
• Em p lo ye rs m ust  m ake  the  d e cisio n  

to  e m b race  o r avo id .

• Le g a l Land scap e  is Unkno w n.

• What is kno w n is AI is inaccura te , 
b ia se d  and  fa lse .

• Navig a te  w ith  Cautio n .

Presenter Notes
Presentation Notes
So, all of this background and understanding of where we are at legislatively and legally has been leading to this point in our presentation. Ultimately, employers are starting to seek guidance in what types of policies they need to be considering surrounding the AI space. 

It is first critical to start with a basic understanding of whether, in your employment context, you as the employer is going to make the decision to embrace or avoid the inevitably of AI at this time.

Generally, we likely recommend embracing its realities, but we certainly recognize that currently, AI is filled with unknowns and what is known is that AI is inaccurate biased and false.

Thus, employers must navigate with caution, with an ear to any new developments, and in a manner that keeps the employer’s specific interests at the center of any policy. 




WHY DO  YO U NEED A PO LICY?

• Integrity of Work Product?

• Protection of priva te or confidentia l 
informa tion?

• Concern of bia s?

• Concern of other contra ctua l obliga tions?

• Concern of intellectua l property?

• Other?

Presenter Notes
Presentation Notes
An important starting point is determining why, based on your employment industry, you would even need a policy on AI. 

Are your employees utilizing AI in a manner you are concerned affects the integrity of the work product or level of confidentiality being provided? Like, say, a lawyer or consultant or in an educational space?
Perhaps you are worried about confidential client or business information being input into AI that needs to be protected?
Or, is it possible your usage of AI relates to employment areas such as hiring or promotion and you are concerned with potential exposure for biases?
It may be that you are an employer are concerned that in an employee using AI without your knowledge, you may ultimately be breaching some type of contract or obligation as the employer (with an entity, with you current contracts, or with a client)
Perhaps, you are in the business of creating and intellectual property issues are a concern?
Or – maybe it is completely something else!




• What is Em p lo ye e  Co d e s/ Hand b o o ks a re  Ke y

• Enco urag e  a s m uch  No tice  Re g a rd ing  Use  o f AI a s Po ssib le . 

• Wo rd s Matte r

• Be  ca re fu l in  Mo nito ring

• Pro p o se d :
[Em p lo ye r] p ro h ib its the  use  o f g e ne ra tive  a rt ificia l in te llig e nce  to  cre a te  w o rk 
p ro d uct un le ss e xp re ssly p e rm itte d  in  w rit ing  b y [Ente r Ap p ro p ria te  Sup e rviso r].  If 
the  use  o f g e ne ra tive  a rt ificia l in te llig e nce  is ap p ro ve d , the  e m p lo ye e  m ust id e ntify 
the  p o rt io n (s) o f the  w o rk-p ro d uct g e ne ra te d  b y a rt ificia l in te llig e nce  and  the  a rt ificia l 
in te llig e nce  p la tfo rm  u tilize d .”

Presenter Notes
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What is not recommended, of course, is to not have a policy or language addressing the use of AI at all, or relying only on your current integrity and misconduct policies to suffice.  Again, notice is the key to successfully defending a lawsuit by a student who is disciplined for academic misconduct.  

Additionally, a note on relying upon AI to review whether an employee has engaged in improper use of AI – simply – don’t.

As one simply example, a Texas A&M Univ - Professor wrongly flunked entire class after ChatGPT took credit for writing their final papers.  He wrote: “I put everyone’s last three assignments through two separate times and if they were both claimed by ChatGPT, you received a 0.”  GPT was of course WRONG and this led to significant challenges by the students. Similarly, wrongfully terminated or disciplining someone for violations of AI use expectations can lead to legal exposure for you as employer. 

***

In any case, with any policy you may consider embracing, it is critical to remember that tjhe policy will require notice to your employees and a manner of engaging in an investigation or fact finding before disciplining any employees for violation of policies. Thus, wherever possible and relevant, you as the employer should be reminding employees of your expectations and potential consequences. 

And in so doing, recall that words matter and must be specific. This includes language surrounding an employer’s right to investigate an individual’s violation of misconduct with or without notice, any opportunity to be heard by the employee, whether a single (vs. multiple) violations of policy matters, etc. Of course, we live in an at-will employment world, but policies and processes are still critical, particularly where they can lead to the establishment of a contract or something beyond an at-will work arrangement. 

Thus, as a starting point, to set expectation an employer may want to create a policy that prohibits all use of AI unless and until approved. 

Further, we would recommend additional language such as “You are responsible for the content of AI-generated work-product, even if it is inaccurate.”  

That sort of simple warning may have been enough in cases we have seen already, like the case we discussed in our last session where lawyers relied wholly on ChatGPT in a lega brief that completely made up the law. Reminding employees they must double-check the math so-to-speak is important at this early stage of the development of generative AI (the students’ preferred AI), which is unfortunately not yet reliable.

Many policies we are seeing at this time are generally this simplistic as we await changes. 









• AI is a  g re a t  re cru itm e nt and  
p e rfo rm ance  m anag e m e nt to o l

• Re g ard le ss o f curre nt  law, m o nito ring  
is crit ica l

• Re vie w  fo r b ia s
• Re vie w  fo r acce ssib ility
• Cre a te  o u tw ard  facing  p o licie s 

Presenter Notes
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And now I will pass the mic back to Caroline to discuss concerns surrounding the use of GAI and Confidential Information of and the relationship between GAI and copyright laws.




GAI promises productivity and 
efficiency gains in the workplace.  It is 
not going anywhere and will become 
more widespread and better over time.

Need to manage risks associated with the 
technology, including risks to proprietary 
and confidential information in your 
possession –

 E.g., personnel files, financial data, trade 
secrets and proprietary information, 
protected health information, confidential 
investigatory material, etc.

Presenter Notes
Presentation Notes
Almost every workplace houses some type of sensitive, confidential, or proprietary information.  So think about your personnel files, financial data, proprietary or trade secret information, investigatory material and more.   




Use  o f Priva te  o r Co nfid e ntia l 
In fo rm atio n  o n  GAI To o ls Cre a te s 
Risks

• Pub lic-Facing  To o ls

• Third -Pa rty Co m p liance  

• Pre e xist ing  Ag re e m e nts (e .g ., 
NDAs)

• Atto rne y Clie nt  Privile g e

Presenter Notes
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Your employees may have already started to use GAI to draft emails, conduct preliminary research, summarize documents, and generate content and ideas. While these types of tech-enabled tools can be incredibly useful, these kinds of activities can create risk, esp. when you’re dealing with confidential information.  So, what kinds of risks are we talking about?

Many GAI systems, including ChatGPT, are “public facing” tools, meaning any member of the public can use them without restrictions. But that also means that anything typed into that GAI system by a user will be utilized by the GAI to respond to future queries by members of the public and to further “train” the GAI system. 

If you or your employees are using this type of GAI in the workplace, there is potential for your confidential information to get out into the public.  Once your confidential information is entered into a public GAI tool, there is likely no “un-ringing that bell,” and no telling where the information may go and who may be able to use it. 

Second, workplace use of GAI also raises many third-party compliance issues. Almost every workplace relies to some extent on third-party vendors (data-storage centers, engineering subcontractors, healthcare systems, etc.).  All of these folks may themselves be using GAI tools.  If you have provided a third-party vendor with confidential information to perform work for you, the vendor may – knowingly or unknowingly – be risking the information’s disclosure depending on the type of GAI tools it employs.  

Third, workplace use of GAI may also run afoul of various types of agreements covering third-party confidential information in your possession.  Suppose, for example, you received confidential information from a potential vendor subject to a non-disclosure agreement (“NDA”). Inputting that third-party confidential information, or any part of it, into a GAI-tool query risks violating the NDA because now that information is out there in the ether.

Last here, because we’re attorneys, we always like to remind you of the attorney-client privilege, which protects as confidential communications between an attorney and their client for the purpose of giving legal advice.  

Inputting confidential information into a public GAI tool may have implications for attorney-client privilege as well.  If your employees draw on otherwise attorney-client privileged communications with counsel to formulate GAI queries, there may be an argument that you have waived the attorney-client privilege by disclosing the information to a third party.
Again, because the law is evolving we don’t have clarity on these issues, but better to be aware of them on the front end than have to put the genie back in the bottle.





Vario us e xist ing  law s im p act o r p ro h ib it  the  unau tho rize d  d isclo sure  o f co nfid e ntia l e m p lo ye e , p a tie nt , 
taxp aye r, custo m e r, and / o r clie nt  in fo rm atio n , fo r e xam p le :

• Mich ig an  Id e ntity The ft  Pro te ctio n  Act, MCL 4 4 5 .6 1

• HIPAA, Pub lic Law  1 0 4 -1 9 1

• Mich ig an  FO IA (and  e xe m p tio ns), MCL 1 5 .2 3 1 ; MCL 1 5 .2 4 3

Presenter Notes
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The law specifically addressing GAI is moving much slower than the technology.  

But in the meantime, there are still any number of Michigan laws on the books that already prohibit the disclosure of confidential information. For example:

Michigan’s Identity Theft Protection Act prohibits using or attempting to use the personal identity information of another person to obtain credit, goods, services, money, property or other records or information. It remains to be seen how the use of PII in connection with GAI might implicate these provisions. 

We are all probably at least generally familiar with the restrictions on disclosure of protected patient health information in the federal HIPAA laws.  Again, nothing about GAI changes that general rule – and it’s safe to assume that you can be held liable under HIPAA for disclosure of HIPAA protected information through a GAI tool just like through anything else.  

And there is also Michigan’s FOIA, which is a law that may or may not be close to your hearts as governmental employees.  

Under FOIA, as you probably know, there are certain statutory exemptions from a public body’s otherwise mandatory disclosure of public records.  

For example, FOIA exempts, certain types of trade secrets or commercial financial information; certain types of law enforcement investigating records, and information subject to various privileges, such as attorney-client, physician-patient, minister-priest etc.  
Obviously these exemptions are important protection for public bodies that don’t want to disclose this kind of information, and as government attorneys that have litigated FOIA lawsuits we know how important it is to have these exemptions in place.  

But it remains to be seen how if at all a public body’s use of GAI tools might throw a wrench in this.  If for instance it can be shown that a governmental body has already disclosed otherwise exempt material to a third party through use of a public GAI tool, will there be an argument that these exemptions have been waived?

It’s also possible that as AI use becomes more widespread, the public body will actually receive FOIA requests seeking information or documents related to your use of AI in various contexts.  So given the presumption in favor of broad disclosure, it’s worth it to be intentional about how you’re using or not using AI throughout the workplace.




AI AND 
CO NFIDENTIAL 
INFO RMATIO N

 Q UICK TIPS

• AI Po licie s and  Tra in ing

• Clo se d  GAI To o ls

• Due  Dilig e nce  o n  Th ird -Pa rty 
Ve nd o rs’ AI Use

• NDAs/ Co ntractua l Pro visio ns
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So – this is all a bit overwhelming.  What can you do to hedge against the risks to disclosure of confidential information through AI?  Every situation is unique, but there are some general best practices we can suggest:

First - Develop, implement, and regularly update organizational policies regarding workplace use of GAI.  Policies are going to be key, and because the law is so uncertain, they’re likely going to need to change as the law on AI comes into clearer focus.
Once you have a policy, you need to make sure your employees understand it.  
You may want to train your employees about the risks GAI use poses for disclosure of confidential information.
OR, you may want to develop and implement a policy in which your employees are not permitted to use AI tools at all, or are only permitted to use the tools in specified circumstances.  
In any case, that kind of policy needs to be monitored for compliance to be effective.
 
Next, if you’ve determined that you want to use AI in the workplace, consider implementing a “closed” AI system rather than an “open” system like ChatGPT.  A private, closed system would differ from an open system because is trained solely on your own data and does not feed your data or user queries back into the public domain.  So the confidentiality risks would be greatly reduced.  
The downside is of course that this likely costs more and lacks the flexibility and breadth of information you’re going to find on an open AI system.
 
Third, make sure to do your due diligence with respect to your third-party vendors’ use of GAI.  Understand how, if at all, your vendors are using your confidential information in tandem with GAI tools.  And make sure you develop clear agreements with your vendors to place restrictions on that use where you need it.
 
Finally, if there is a certain circumstance in which you are particularly concerned about employee disclosure of confidential information via AI, consider executing non-disclosure agreements (“NDA”) or related contractual provisions addressing employee use of AI. 





• Cop yrig ht is a fo rm of p ro te ction g round e d  in the  U.S. 
Constitution 

• Cop yrig ht Clause : “[the  Unite d  State s Cong re ss shall 
have  p owe r] to  p romote  the  Prog re ss o f Scie nce  and  
use ful Arts, b y se curing  for limite d  Time s to  Authors and  
Inve ntors the  exclusive  Rig ht to  the ir re sp e ctive  
Writing s and  Discove rie s.“ U.S. Constitution, Art. I, 
Se ction 8, Clause  8.

• Cop yrig ht g ive s authors o f creative  works a b und le  of 
exclusive  rig hts re late d  to  those  works for a limite d  p e riod  
of time .

Presenter Notes
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Next I wanted to touch briefly on the intersection between AI and Intellectual Property.

AI has implications for all types of intellectual property but perhaps chief among them is copyright law.

What is copyright?
Broadly speaking, copyright is a federal constitutional right that gives authors or owners of original creative works a bundle of exclusive rights related to those works, for a limited time.




AI AND INTELLECTUAL PRO PERTY 
CO PYRIGHT SUBJ ECT MATTER

• Litera ry Works
• Musica l Works
• Pa ntomimes a nd Choreogra phic 

Works
• Computer Progra ms

• Pictoria l Gra phic a nd Sculptura l 
Works

• Motion Pictures
• Sound Recordings
• Architectura l Works

Presenter Notes
Presentation Notes
Copyright protects all manner of artistic works – many of which are listed on the slide here.

As municipal officials, you may be thinking – well, this is about “artistic works,” what does this have to do with me?

Well, under copyright law “artistic works” is extremely broad.

In particular the concept of “literary works” covered under copyright law is EXTREMELY broad.  It’s not just novels and poems.  It includes many works that might not seem artistic – for instance, posts, articles and essays on your website.

Copyright also covers photos you create and may post publicly, or computer programs you create or use.




• Re p ro d uce  the  Wo rk in  Co p ie s

• Mo d ify/ Ad ap t and  Pre p a re  De riva tive  
Wo rks

• Distrib u te  Co p ie s to  the  Pub lic fo r Sa le , 
Re nta l, Le ase  o r Le nd ing

• Pe rfo rm  Pub licly

• Disp lay Pub licly

CO PYRIGHT RIGHTS

Presenter Notes
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Copyright gives the owner of the copyright a number of different exclusive rights.
Right to reproduction of the artistic work – only you can make copies.
Right to modification/adaptation of the artwork.  Also the ability to prepare derivative works of the artwork, for instance if you have copyright in a computer program you authored then you have the exclusive right to prepare a new version based on the original.
Right to distribute the work by license, sale or rental. (If you own the copyright to a photo, you can license the distribution right to a publisher to print it).
Right to public display and performance of the work, including screen displays, graphics, and other audio, visual, and audiovisual content.




AI AND INTELLECTUAL PRO PERTY

CO PYRIGHT INFRINGEMENT

• Copyright infringement is the a ct of exercising, 
without permission or lega l a uthority, one or more of 
the exclusive rights gra nted to the copyright owner 
under the Copyright Act (Title 17 of the United Sta tes 
Code). 

• Downloa ding, uploa ding, sha ring, or 
posting pa rts of a  copyrighted work 
without a uthority

• Individua l Lia bility/Crimina l Pena lties.  Severe for 
“willful” viola tions.

• Vica rious Lia bility. If the employer/defenda nt directly 
benefits from the infringing a ctivity a nd the 
employer/defenda nt ha d the right a nd a bility (but 
fa iled) to control the infringing a ctivity. 

Presenter Notes
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If anyone violates any of the exclusive rights granted to copyright owners, the owner can bring an action for copyright infringement provided that they have registered their copyright.  
That infringement might look like downloading, uploading, sharing or posting parts of a copyrighted work online without the owner’s permission.

SO -why is this important in the AI context and why is it important for you?  
Well, as governmental entities, it is important to get a handle on what your employees are generating or creating using AI-tools in their role as governmental employees.

That’s because the Copyright Act allows claims for vicarious liability if a copyright holder can show that one party such as an employer directly benefits from the infringing activity of an employee, and the employer had the right and ability to control the infringing activity but failed to do so.  [common law doctrine, see, e.g. Metro-Goldwyn-Mayer Studios Inc. v. Grokster, Ltd., 545 U.S. 913, 930, 125 S. Ct. 2764, 2776, 162 L. Ed. 2d 781 (2005)].

And a problem, as we discussed earlier, is that popular forms of GAI, such as ChatGPT, scour the internet to find content to address an inquiry posed to them.  In all likelihood that will include the copyright-protected content of others that you and your employees do NOT have the right to reproduce without permission.  

And ChatGPT does not typically reveal all of its sources.  If your institution’s employees are then passing off that AI-generated material as their own, even with disclaimers that is it AI-generated, you could be exposed to vicarious liability for copyright infringement.  So again, this illustrates why a policy is necessary.  

Again, it’s important to take potential copyright violations into consideration when you are dealing with third-party contractors, especially if the end product is a potentially copyrightable work that you’re purchasing to benefit you (say, some type of communications or marketing content or website content).




Who Owns AI- Genera ted Content?

• Because AI pla tforms a re tra ined on and use da ta  sets, 
they lea rn from and use information from the da ta  set . 

• On the one hand, crea tors of tha t da ta  may have some 
cla im to the AI- genera ted content; meanwhile, the AI 
pla tform may be an origina l crea tion and the rights to 
its output could be owned by the crea tors of the AI.

Deba tes Over “Deriva tive Works” vs 
“Fa ir Use”

• “Deriva tive Works” a re based on pre- existing works, such 
as a  transla tion, musica l a rrangement , dramatiza tion, 
fictiona liza tion, motion picture version, or a ny other form 
in which a  work ma y be reca st , tra nsformed, or a da pted.

• Fair Use” a llows copyrighted work to be used without the 
owner’s permission “for purposes such as criticism 
(including sa tire), comment , news reporting, teaching 
(including multiple copies for classroom use), schola rship, 
or resea rch.”  Fa ir use is often described as 
“transformative” use of a  work.
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As with all AI-related legal issues, there are a lot of open questions when it comes to copyright.
One big one is it’s unclear whether AI platforms have any IP rights in their own works. 
So far, the U.S. copyright office has refused to grant copyright registration to any copyrighted works generated by AI because the works aren’t authored by humans and therefore not registrable.  If you want to register a work for which parts of the work were created using AI, you have to disclaim those parts on your copyright registration.

That’s the copyright office, which doesn’t make laws.  This will play out eventually in the courts but right now it’s ongoing.  

There are several recent cases you may have heard about on this topic:
Thaler v. Perlmutter, Case No. 22-1564 (D.C., Aug. 18, 2023) The Plaintiff, Dr. Thaler, tried to copyright a piece of artwork generated by an AI model that he owned that he called the “Creativity Machine.”  (Said it was a work made for hire by him, the owner).  The Court rejected that and upheld the copyright office’s interpretation that human authorship is a bedrock requirement of copyright.  Still – specifically left open the more important and complex question of the degree of human involvement required to qualify an AI-generated or partially AI-generated work for copyright.  It’s likely going to be the case at some point, I think, that a court will find some copyrightability in works made by humans but using AI in some way.

Sarah Silverman/Authors Guild/New York Times cases – There have been several high-profile copyright cases filed recently against Open AI, the makers of ChatGPT (and in some cases Microsoft, which uses ChatGPT for its Copilot AI tool).  The plaintiffs in these cases include the comedian Sarah Silverman, authors like John Grisham and Jodi Picoult, and the New York Times, are all arguing that Open AI’s use of their works to “train” Chat GPT is a copyright infringement.  In particular they’re saying that the AI is creating unauthorized “derivative works” using the owners’ various copyrighted works each time ChatGPT generates a result using the works.  Because the copyright user has the exclusive right to prepare derivative works, they argue that’s infringement and also unfair competition/unfair business practice. 
         -Tremblay/Silverman et al. v. OpenAI et al. (N.D. Cal.) – a number of claims were recently dismissed on Feb 12, 2024 but allowed the unfair competition clam and direct infringement claim to proceed
          -Authors Guild v. Open AI et al. (SDNY) – Case No. 23-cv-8282
          -NY Times v. Microsoft et al. (SDNY) – Case 23-cv-11195

Now, Open AI and Microsoft, on the other hand, argue that this is not infringement but “fair use.” Fair use is a legal doctrine that lets you use an author’s work without permission in some situations. In these cases, Open AI and Microsoft will likely argue that their use falls under fair use because it’s for scholarship or research purposes and because it’s “transformative” of the original content and has a different purpose than the original that advances the public interest.  

While the jury is still out on all of that, the bottom line takeaway for you now is that- while employees who may use AI-generated content may be able to claim “fair use,” until the courts sort this out, employers should be wary of using AI for material you want to protect through copyright.  That’s because if you use AI, there’s a chance you’re using another creator’s content without their knowledge or consent. 

If you ARE using AI to create arguably copyrighted material, there should at the very least be disclaimers – that this material was generated using AI and was not authored by the original content creator.  That is not a failsafe, but it could be helpful.

And now I’ll hand this over to Ashley who’s going to close this out by discussing some practical policy suggestions for you to consider…



PO LICY 
PROVISIO NS 
TO  CO NSIDER
• Unautho rize d  So ftw are  Pro h ib ite d

• Ap p ro va l p ro ce ss

• Re q uire m e nts e ve n  w he re   
ap p ro ve d

• Who  m ake s d e cisio ns o n  ap p ro va l

• Manne r o f e n fo rce m e nt

Presenter Notes
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For now, given all we have talked about today, our general guidance on a policy surrounding AI is that you should start with a blanket prohibition.

From there, approval will be required for any use – which means thinking about who can approve usage – in house counsel? IT? A team? More and more employers are considering hiring or elevating an employee whose role is to be considering AI utility and concerns.

The approval process can include an individual providing information about the AI software to be utilized and why.

Then, even if approved, we recommend certain parameters on usage such as:

Employees will adhere to any and all conditions of approval
Employees will familiarize themselves with the features, terms of service, and privacy policies of the Unauthorized Software they will be using.
Confidential or personal information will not been used or uploaded 
Employees shall not give access to approved Unauthorized Software to anyone other than those employees approved for use
Employees will adhere to any other employee policies
Employees will review any material produced by the GAI for accuracy and completeness
Employees shall disclose when GAI is utilized for any work, with a confirmation that it has been reviewed for accuracy.  
Employees shall  keep a written record of any and all confidential or private information input into any GAI tool.

Finally, you will want to be transparent in the manner of enforcing any AI use violations – require reports of violative behavior and indicate you will monitor and audit use and that violations can lead to discipline. 




START WITH UNAUTHO RIZED USE 
PRO HIBITIO N

Sta rt  w ith  “no ” . . . Bu t!

Presenter Notes
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So, starting with a blanket unauthorized use prohibition. A “no….but!”

An unauthorized use prohibition provides the ability to review, audit, and change with the times
And It sufficiently protects the employer 
But you may want to set forth in what areas you believe there may be room for the safe use of AI




APPROVAL PRO CESS

No w  fo r the  “b u t” . . . 

Presenter Notes
Presentation Notes
The employee designated to approve AI usage should work with Department Head in seeking approval through a documented process.

The approval process should always ask consistent questions. 

What is the software?
Why are we using it?
How long are we using it for?
Are there any fees associated with it?
Is there a privacy policy? What are the terms?
And there should be a consistent time period for approval.
Do you want to require training?




• User must a gree to review a ll work where AI is used for 
a ccura cy

• Agree to a ccepta ble uses

Presenter Notes
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If the AI software is used for accuracy, employees should agree to review any material produced by the GAI and later confirm that it was reviewed for accuracy.
 
Employees should agree adhere to all conditions of approval, including agreeing to specific acceptable uses for the AI.




ACCEPTABLE USES

• For genera l- knowledge questions mea nt to enha nce 
your understa nding on a  work- rela ted topic.

• To bra instorm idea s rela ted to projects you a re 
working on.

• To crea te formula s for Excel sprea dsheets or simila r 
progra ms.

• For genera l- knowledge questions mea nt to enha nce 
your understa nding on a  work- rela ted topic.

• To bra instorm idea s rela ted to projects you a re 
working on.

• To crea te formula s for Excel sprea dsheets or simila r 
progra ms.
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Some examples that employers can list for acceptable uses of AI are …

For general-knowledge questions meant to enhance your understanding on a work-related topic.

To brainstorm ideas related to projects you are working on.

To create formulas for Excel spreadsheets or similar programs.

For general-knowledge questions meant to enhance your understanding on a work-related topic.

To brainstorm ideas related to projects you are working on.

To create formulas for Excel spreadsheets or similar programs.





• In fring ing  the  rig hts o f o the rs, includ ing  p rivacy and  in te lle ctua l p ro p e rty rig hts.

• In te rfe re  w ith  the  p e rfo rm ance  o f jo b  d u tie s o r o f o the r e m p lo ye e s’ jo b  d u tie s.

• Using  any te xt  cre a te d  b y an  AI cha tb o t in  fina l w o rk p ro d ucts o f any kind , w itho u t fact-che cking  its accuracy 
and  re liab ility. 

• Co p ying  and  p asting , typ ing , o r in  any w ay sub m itt ing  e ntity, clie nt , e m p lo ye e  co nte nt  o r d a ta  o f any kind  in to  
the  AI cha tb o t. Th is includ e s p e rso na l, co nfid e ntia l, p ro te cte d , p ro p rie ta ry o r p riva te  in fo rm atio n , and / o r d a ta  
tha t  m ay b e  co ve re d  und e r a  d a ta  use  ag re e m e nt.

• Fa iling  to  p ro p e rly cite  an  AI cha tb o t w he n  yo u  inco rp o ra te  its o u tp u t in to  yo ur w o rk. Th is includ e s d ire ct  
q uo ta tio ns, im ag e s, and  d a ta .
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And, some examples that employers can list for unacceptable uses of AI are …

Notetakers?

Infringing the rights of others, including privacy and intellectual property rights (as discussed earlier).

Interfere with the performance of job duties or of other employees’ job duties.  IE – your employees can’t spend half the day playing around on GAI if it’s interrupting their job duties or those of others, or if it’s too much of  a distraction.  

Using any text created by an AI chatbot in final work products of any kind, without fact-checking its accuracy and reliability. 

Copying and pasting, typing, or in any way submitting entity, client, employee content or data of any kind into the AI chatbot. This includes personal, confidential, protected, proprietary or private information, and/or data that may be covered under a data use agreement.

Failing to properly cite an AI chatbot when you incorporate its output into your work. This includes direct quotations, images, and data.




ENFO RCEMENT

• Re q uire  re p o rting  o f vio la t io ns

• Pro h ib it io n  o f re ta lia t io n  fo r 
vio la t io n

• Re se rve  rig ht  to  chang e  p o licy

• Re se rve  rig ht  to  co ntact  law  
e nfo rce m e nt

Presenter Notes
Presentation Notes
Employers will want to be transparent in how they enforce AI usage violations – they should require employees to report violative behavior and reassure them that they will not be retaliated against if they do so report.

Employers should also inform employees that they reserve the right to change the AI usage policy at any time.

Finally, employers should indicate that they will monitor AI use and reserve the right to discipline employees for violations, including potentially contacting law enforcement for serious offenses.




THANK YO U!

Ashle y Hig g inson 
(517) 483.4912
Hig g inson@mille rcanfie ld .com 
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